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Welcome to The Uncertain Future!
The Uncertain Future is an innovative probabilistic modeling system where you insert your guesses about variables related to the future of Artificial Intelligence and humanity, and are presented with colorful graphs and statistics regarding how the future might turn out if your beliefs are roughly correct.  You can then email these results to your friends, post them on your blog or Myspace.

In this system, nothing is a binary answer – everything is presented as a probability distribution.  But don’t worry, inputting these distributions is easy.  Just use our point-and-click interface to come up with your guess.  You can always go back and change your responses and see how the projected future changes accordingly.
1) How long to human-level AI?
2) How fast a takeoff?
3) Branching points.  (Could something interfere?)
4) The Copernican question.  (How arbitrary are humans, our intelligence, and our values?)
Question 1– How Long to Human-Level AI?
We’re going to start with questions that assess your subjective probability of “neuromorphic AGI” being developed in the next 60 years.  We define neuromorphic AI is AGI based simplistically on scanning the human brain at some degree of resolution and just copying it.  If you think that AGI cannot be achieved that way, don’t worry – just go through the questions and the probability will come out as being close to zero.

Question 1-1  If nothing really weird happens in the meantime (major nuclear war, substantial human intelligence enhancement, artificial general intelligence, molecular nanotechnology breakthrough, runaway global warming, etc.), what do you think the rough cost of computing hardware per dollar will be through 2070?  You get to put in a median, a 95% confidence line, and a 5% confidence line.  You can use the guide below for help.
· Claim: The number of transistors that can be placed inexpensively on an integrated circuit has doubled approximately every two years since at least 1960.  On May 1st, 2008, Pat Gelsinger, the senior vice president and co-general manager of Intel’s Digital Enterprise Group, predicted at the Intel Developers Forum that this statistical regularity will continue through 2029.
Implication: Given no major disruptions, we can expect the doubling in available computing hardware per dollar to continue through 2029.
Link: http://java.sys-con.com/read/557154.htm 

· Claim:  “In terms of size [of transistor] you can see that we're approaching the size of atoms which is a fundamental barrier, but it'll be two or three generations before we get that far - but that's as far out as we've ever been able to see. We have another 10 to 20 years before we reach a fundamental limit. […] Electronics though is a fundamental technology that's not likely to be replaced directly. There's a difference between making a small machine and connecting them by the billion. Nanotech will have an impact but it's not about replacing electronics in the foreseeable future.”  -- Gordon Moore, co-founder of Intel, 2005
Implication: The doubling in available computing hardware per dollar will run into fundamental limits sometime around 2015 or 2025, leveling off into an S-curve.
Link:  http://www.techworld.com/opsys/news/index.cfm?NewsID=3477 

· Claim:  Developing more and faster chips requires large consumer demand for such chips, and such demand will not be present in the future.  (Ilkka Tuomi’s argument in “The Lives and Death of Moore’s Law” (2002)
Implication: Hardware availability will slowly flatten out at some demand-driven upper limit.
Link:  http://firstmonday.org/issues/issue7_11/tuomi/index.html 

· Claim:  “In accordance with the law of accelerating returns, paradigm shift, also called innovation, turns the S curve of any specific paradigm into a continuing exponential. A new paradigm (e.g., three-dimensional circuits) takes over when the old paradigm approaches its natural limit. This has already happened at least four times in the history of computation.”  -- Ray Kurzweil, The Law of Accelerating Returns (2001)
Implication:  The falling costs of hardware will continue exponentially for at least a century.
Link:  http://www.kurzweilai.net/articles/art0134.html?printable=1 

Question 1-2  How much computing power do you think will be necessary to create human-level Artificial General Intelligence?  Give a median estimate and confidence bounds.  
· Claim: A computer is only a "machine", and so can never have the general intelligence of the biological brain.  (John Searle)
Implication: Any kind of AGI is impossible, even given arbitrary computing power.
Link: http://en.wikipedia.org/wiki/Chinese_Room 

· Claim:  “The 'Blue Brain' project was launched by the Brain Mind Institute, EPFL, Switzerland and IBM, USA in May, 2005. It aims to build an accurate software replica of the neocortical column within 2-3 years. The column will consist of 10,000 morphologically complex neurons with active ionic channels. The neurons will be interconnected in a 3-dimensional space with 107 -108 dynamic synapses. This project will thus use a level of simulation that attempts to capture the functionality of individual neurons at a very detailed level. The simulation is intended to run in real time on a computer performing 22.8*1012 flops. Simulating the entire brain in real time at this level of detail (which the researchers indicate as a goal for later stages of the project) would correspond to circa 2*1019 ops.”
Implication:  It may require supercomputers 10,000 times faster than 2008’s best to simulate the human brain.  If hardware costs keep falling exponentially, computers this fast could be available around 2035, but if hardware improvements level off, it could be much longer, possibly never.
Source:  Nick Bostrom (1997), “How long until superintelligence?”, http://www.nickbostrom.com/superintelligence.html 

· Claim: Estimates from reverse-engineering the auditory cortex and cerebellum give 100-1,000 TFLOPS (1014 to 1015 ops/sec) for human brain functional equivalence.  This is similar to the computing power of the top 10 supercomputers in 2008.
Implication: If we aren’t there yet, we’ll be there soon.
Source: Ray Kurzweil (2005), The Singularity is Near, chp. 3, pg. 124

· Claim: Extrapolations from the visual computation of the retina and Deep Blue/Kasparov put human brain capacity at around 100 TFLOPS (1014 floating operations per second), about ten times slower than the fastest supercomputer in 2008, IBM’s Roadrunner, and about 400 times faster than a PlayStation 3.
Implication: We would already be able to functionally simulate the human brain on today's supercomputers, if we had the necessary knowledge.
Source: Hans Moravec (1997), http://www.transhumanist.com/volume1/moravec.htm 
Question 1-3  If nothing really weird happens, how rapid do you think that progress in brain imaging will be for the next 50 or so years?  
Question 1-4  How good of a resolution of brain imaging do you think would be necessary to create neuromorphic AGI with human-equivalent intelligence?
According to your numbers, the probability of neuromorphic AGI in the next 60 years is approximated by the following probability distribution:
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Question 1-5  Now that we have a probability distribution that approximates when neuromorphic AI might be created, the next step is to pick a probability distribution for the creation of non-neuromorphic AGI – that is, AGI designed by either implementing a theory of intelligence that works or reverse-engineering the brain at some broad level, rather than just directly copying the brain in as much detail as possible and running it as software.
For instance, HAL 9000 (which stands for Heuristically programmed ALgorithmic Computer) was a non-neuromorphic AGI, because it was built using combinations of heuristics rather than attempting to directly copy the brain.

Draw a curve that shows your estimated probability distribution for the creation of non-neuromorphic AGI:
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· Claim:  “Am I disappointed by the amount of progress in cognitive science and AI in the past 30 years or so? Not at all. To the contrary, I would have been extremely upset if we had come anywhere close to reaching human intelligence — it would have made me fear that our minds and souls were not deep. Reaching the goal of AI in just a few decades would have made me dramatically lose respect for humanity, and I certainly don't want (and never wanted) that to happen.  […]  Do I still believe it will happen someday? I can't say for sure, but I suppose it will eventually, yes. I wouldn't want to be around then, though. […]  Indeed, I am very glad that we still have a very very long ways to go in our quest for AI.”
Implication:  AI is not likely to be developed in the next 60 years.
Source:  Douglas Hofstadter, author of Godel, Escher, Bach, in “An Interview with Douglas R. Hofstadter, following “I Am a Strange Loop” (June 11th, 2008)
Link:  http://tal.forum2.org/hofstadter_interview 

· Claim:  “LISP pioneer John McCarthy's time scale for having machine intelligence is on the order of 500 years, but, as the author reports him saying: "The breakthrough could come this or next year.”
Implication:  a low but relatively constant probability that AGI is invented before 2060.
Source: Arguing AI: the Battle for 21st Century Science by Sam Williams
Link:  http://www.amazon.com/Arguing-I-Battle-Twenty-first-Century-Science/dp/081299180X 
· Claim: “Fully intelligent robots before 2050”
Implication:  probability buildup until 2050.
Source: Homepage of Hans Moravec, Carnegie Mellon roboticist
Link: http://www.frc.ri.cmu.edu/~hpm/ 

· Claim:  “This paper outlines the case for believing that we will have superhuman artificial intelligence within the first third of the next century. […]  I would all-things-considered assign less than a 50% probability to superintelligence being developed by 2033. I do think there is great uncertainty about whether and when it might happen, and that one should take seriously the possibility that it might happen by then, because of the kinds of consideration outlined in this paper.”
Implication:  There is a substantial, but less than 50% chance that human-level AGI will be developed by 2033.
Source: “How long before superintelligence” by Nick Bostrom, Oxford philosopher
Link:  http://www.nickbostrom.com/superintelligence.html 


· Claim: Artificial Intelligence reaches human levels by 2020.
Implication: probability spike around 2020.
Source: Arthur C. Clarke, author of 2001: A Space Odyssey, “Arthur C. Clarke Offers His Vision of the Future”, an event at the Worcester Polytechnic Institute in Worcester, Massachusetts on November 30, 2001
Link:  http://www.kurzweilai.net/articles/art0361.html?printable=1 


Next we take a look at the influence of other interesting factors on the probability that AI actually gets built this century.  Basically, we look at one main factor that would prevent AI – existential catastrophes – and another factor that would encourage AGI – successful human intelligence enhancement.  

Question 1-6  What is the probability that there will be a nuclear war between now and 2070 so severe that it sets progress towards AGI back decades or centuries?  For this model, you may set a constant probability per year/decade or have it go up or down over time at a constant rate.
· Claim: Stanford Professor Martin Hellman, who has researched the topic for decades, was unable to cite any other literature as evidence for his 1% estimated annual probability of war.
Implication: Although 1% is more likely than 0.001% or 99%, little serious research has been done and probability distributions should be wide.
Link: http://www.nuclearrisk.org 

· Claim: Many experts estimate the annual risk of a nuclear terrorist attack at around 1%-5%.
Implication: Rogue nuclear bombings, which may lead to nuclear retaliation and subsequent escalation into full-scale nuclear war, are not impossible and may be quite likely in the next 10-20 years.
Source: The Lugar Survey on Proliferation Threats and Responses
Link: http://lugar.senate.gov/reports/NPSurvey.pdf, pg. 22


· Claim: The US has expressed willingness to use nuclear weapons under very broad circumstances, even when no other WMD are involved.
Implication: Generals and other officials are not that reluctant to use nukes, making a nuclear escalation quite likely.
Source:  Doctrine for Joint Nuclear Operations
Link: http://www.globalsecurity.org/wmd/library/policy/dod/jp3_12fc2.pdf 


· Claim: During the Cold War, a US research paper used estimates ranging around 1%-5% annually for nuclear war risk models.
Implication: High political tensions can easily lead to extremely high annual probabilities of nuclear war.
Source: “The Probability of Nuclear War”
Link: http://ideas.repec.org/p/cvs/starer/86-24.html 

· Claim: Even a relatively small nuclear war would kill millions of people, cause devastation on a scale similar to the World Wars, and disrupt global climate for a decade or more.
Implication: Government leaders would be reluctant to use nuclear weapons out of fear, making the current situation relatively low-risk.
Source:  “Regional Nuclear War Could Devastate Global Climate”
Link: http://www.sciencedaily.com/releases/2006/12/061211090729.htm 

Question 1-7  What is the probability that a non-nuclear weapons-related disaster like runaway climate change, out of control synthetic biology, a genetically engineered killer virus, self-replicating nanobots, a planetary totalitarian government, or something unknown will strike between now and 2070, killing enough people or causing enough damage that it sets progress towards AGI back decades or centuries?

· Claim: It's highly unlikely for us, the observers, to be among the first tiny fraction of humans ever born.
Implication: The total number of humans is probably comparable to the number of humans already born, implying a major population-limiting catastrophe sometime within the next few thousand years.  One estimate gives a probability of roughly between 0.4% to 0.8% of such a catastrophe between now and 2070, or about 0.2% - 0.4% per decade.
Source:  
Link: http://en.wikipedia.org/wiki/Doomsday_argument 

· Claim- Sir Martin Rees, president of the Royal Society, puts the odds for human extinction this century at 50%.

· Implication- Many credible experts agree that existential disaster is quite possible, on the timescale of decades.

· Link- http://www.commondreams.org/headlines03/0609-07.htm

Question 1-8 Summary  Question 1-8 focuses on human intelligence enhancement, sometimes called IA (Intelligence Amplification).  We can broadly break up IA into two main categories – IA based on genetic modification of the human germline (which causes heritable changes), and other types of IA (Brain-Computer Interfacing, nootropics, etc).  IA is important because a major breakthrough in this area could accelerate progress towards AGI.
Question 1-8-1  Gene sequencing costs have been dropping exponentially for some time.  Here is a graph that shows this trend for the last 20 years.  Germline genetic modification for enhancing human intelligence would depend upon the availability of abundant genetic information.  How fast will prices drop?
Question 1-8-2  What are the odds that research ability has a significant heritable component?  This has a big impact on IA development – if research ability isn’t heritable, then germline IA will go nowhere.  If it is highly heritable, then we might be able to crank out IA geniuses like Chinese plastic toys.  (This is simply a probability, not a graph.)  
Question 1-8-3  Suppose it’s fairly easy, simple, safe, and inexpensive to make IA-enhanced humans.  What are the odds that someone actually does so in the first ten years?  Remember to take into account the possibility that IA may be outlawed in certain countries.
Question 1-8-4  Now to look at other forms of IA.  What is your estimated probability that there will be a significant breakthrough (defined as accelerating worldwide scientific research by a factor of greater than 10% than if it didn’t exist) in non-germline IA, stuff like nootropics, Brain-Computer Interfaces, Brain-Brain Interfaces, neuroengineering, and the like?
Question 1-8-5  If there is successful germline IA, how much of a multiplier will it give to scientific progress in the globe as a whole?

Question 1-8-6  If there is successful non-germline IA, how much of a multiplier will it give to scientific progress in the globe as a whole?
